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Introduction: graph alignment

Two graphs: G = (V4, E1) (left) and Gy = (Va, Ep) with | V4| = | V2.
O I - = Ha



Introduction: graph alignment

35 &

Two graphs: G = (Vl, El) (Ieft) and Gy = (VQ, E2) with |V1| = ’\/2‘
Informal question: can we find a bijective mapping I1: V; — V5 such
that:

Gy~ NGNT.
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Planted permutation in the correlated Erdés-Rényi model

ERC(n, p,s) model with planted permutation:

e Generate two aligned graphs Gy, G5 with V = [n], and for all i,j € V,
independently,

Bimiing)=ps,

(12050)-»
B(imjim) =P (imjin)=pls).
(lGIJIG£J> (’GIJ’G£J> p( )
Pliwjiwj]=1—p(2—05).
<’GIJ'G£J> p( )

@ Chose uniformly a random permutation (matrix) 1 in S, and define
G =naGnT.
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Questions

Consider two models:
e Under P (planted model), (G1, G2) ~ ERC(n, p,s).
e Under Q (null model), Gi, Gy are two independent ER(n, p) graphs.
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Questions

Consider two models:
e Under P (planted model), (G1, G2) ~ ERC(n, p,s).
e Under Q (null model), Gi, Gy are two independent ER(n, p) graphs.

Detection: test P vs Q.
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Questions

Consider two models:

e Under P (planted model), (Gi, G2) ~ ERC(n, p,s).
e Under Q (null model), Gi, Gy are two independent ER(n, p) graphs.

Detection: test P vs Q.

'Partial’ (Quasi-exact) reconstruction: Under P, find an estimator [1
such that jj{i, (/) = Fl(i)} = n — o(n) with high probability.

Luca Ganassali IT thresholds for graph alignment. 02/04/2020 4/22



Questions

Consider two models:
e Under P (planted model), (Gi, G2) ~ ERC(n, p,s).
e Under Q (null model), Gi, Gy are two independent ER(n, p) graphs.

Detection: test P vs Q.

'Partial’ (Quasi-exact) reconstruction: Under P, find an estimator [1
such that jj{i, (/) = Fl(i)} = n — o(n) with high probability.

Exact reconstruction: Under P, find an estimator M such that 1=
with high probability.
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IT-threshold for exact reconstruction
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I T-threshold for exact reconstruction

We have the following:

Theorem (Cullina, Kiyavash, '18)

(i) Under some mild sparsity constraints (plog®n — 0 and s > plog? n),
if
nps — (2) log n — oo,
then there exists an estimator [ that achieves exact reconstruction
with high probability.
(i) If

s>p and nps—logn— —oo,

then any estimator 1 verifies [ = [ with probability o(1).
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Some notations

For m € S,,, define its lifted version ¢(7) (bijection on the set of pairs of
vertices):

G IR GO B S (1)
{ijy = {x(i),w()}

For any graph G and o bijection of (V(zc)), define G o o the 'relabeled
graph': it has vertex set V/(G) and

Ve € (V(2G)>, ec E(Goo) < o(e) € E(G).

With these notations we observe Gy, Gy = G o £(I171) in the ERC model.
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Some notations

— [P0 por) _ (1—=p(2—5s) p(l-5)
P (Plo p11>' <p(1—5) ps )

Cov (16%16664) =detp>0 < s>p.

Note that

More generally we will assume positive correlation:

PoopPi11 -1
Po1pP10

For any matrix m € Mj3(R), we use the notation

m __ moo ,,Mo1 ,M1i0 ,,Mi1
P = Poo Po1 P10 P11 -
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Some notations

For any graphs g1 (blue), g» (red), define

( ) o # {uncolored edges} f {red edges}
w81, 82) = 4 {blue edges}  #{blue and red edges}

so that | P(G; = g1, Gy = g) = ptlere2) |

A(g1, &) := tt {simple-colored edges} = (g1, 82)o01 + (g1, 82)10-

For w € S,

(. 61.82) = 5 (Dler, g2 0 U(r)) — Alsr, 2)

o(m,g1,8) <0 <= mis a better alignment than id for g1, g».
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Some notations

Lemma

V€ Sn,  p(g1,8204(n)) — p(g1,82) = 6(m, 81, 82) <

-1 1
1 -1
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Some notations

Lemma

-1 1
V€ 5o, plg1, 820 U(m)) — nler, g2) = o(, 1, &2) < 1 _1>

Proof M : 1u(g1,g2 0 ¢(m)) — (g1, &2). Edge conservation implies

()= ) 6) ()

-1 1
SoM-A(l 1)@

2\ = Moy + Mg = A(g1, 8 0 (7)) — Ag1, 82). O

nd
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Bayesian background
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Bayesian background

Bayesian inference tells us that the best estimator is the
maximum a posteriori (MAP):

ﬁMA,D € arg maXP(n = 7T|G1, G2) .

In our case:
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Bayesian background

Bayesian inference tells us that the best estimator is the
maximum a posteriori (MAP):

ﬁMA,D € arg maX]P(rl = 7T}G1, Gz) .

In our case:

PMN=n|G=g1,6=g)xP(MN=mrG =g,6=g)
x P (G = g1,Gy = goo ()
— p#(gl,gwf(ﬁ))

1

(p10p01)5(7rag17g2) <p10p01)§A(7r,g1,g2)

X | — X )
PooPr11 Poop11
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Bayesian background

Bayesian inference tells us that the best estimator is the
maximum a posteriori (MAP):

Mpap € arg max P (N=7|G, G).

In our case:

PMN=n|G=g1,6=g)xP(MN=mrG =g,6=g)

x P (G = g1, Gy = g2 o {(m))
— p#(gl,gwf(ﬁ))

1

(P10P01 ) o(me.g2) (P10P01 ) 3A(m.81.82)

X | — X )
Poop11 Poopi1

So

Mpap = argmin A(Gy, Gy o {(7)) = argmin |Gy — 7 Gorr||? |
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Useful bounds

Changing the variable 7 = m o M7, to decide feasibility, a crucial set is

Q:={m e S,, i(m, G1, Gy) < 0}.
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Proof for non-feasible case
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Proof for non-feasible case
If nps — log n — —o0, we can show that
is "too large’:

Q:={mr €S, i G, Gy) <0}
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Proof for non-feasible case
If nps — log n — —o0, we can show that

Q:={mr €S, i G, Gy) <0}
is "too large’:
Theorem (Automorphisms of Erdds-Rényi graphs (Bollobas '85))

Let G ~ ER(n,p). If p < '°J’,’1;C" with ¢, — oo, then there exists some
sequence w(n) — oo such that

P(|Aut(6)] < w(n) < s

(Proof: |Aut(G)| > X!, where X is the number of isolated vertices, then
second moment method).
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Proof for non-feasible case
If nps — log n — —o0, we can show that

Q:={mr €S, i G, Gy) <0}
is "too large’:
Theorem (Automorphisms of Erdds-Rényi graphs (Bollobas '85))

Let G ~ ER(n,p). If p < '°J’,’1;C" with ¢, — oo, then there exists some
sequence w(n) — oo such that

P(|Aut(6)] < w(n) < s

(Proof: |Aut(G)| > X!, where X is the number of isolated vertices, then
second moment method).

Since Aut (G1 N G)) C Q,
P (fluap = M) <E[1/|Q]] < 2/w(n) = 0.
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Proof sketch in the achievability case
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Proof sketch in the achievability case

Fix 7 # id, and bound P (§(r, G1, G5) < 0).
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Proof sketch in the achievability case
Fix m # id, and bound P (§(m, G1, G5) < 0). We note

S:= {e c (;’) () (e) £ e}
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Proof sketch in the achievability case
Fix m # id, and bound P (§(m, G1, G5) < 0). We note

S:= {e c (;’) () (e) £ e}

Lemma J

E [6(m, G1, G3)] = |S|(poop11 — po1po1) = |S|det p > 0.
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Proof sketch in the achievability case
Fix m # id, and bound P (§(m, G1, G5) < 0). We note

S:= {e c (;’) () (e) £ e}

Lemma
E [0(7, G1, G3)] = |S|(poop11 — porpo1) = | S| det p > 0. J

Proof:

E[6(m, G, Gy)] =) (P(e€ G,e€ Gy) —P(e€ G, {r)(e) € Gy))

e

= Z (P11 — (P10 + p11)(Po1 + p11))
ecS

= |S|(poop11 — po1po1)-
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Proof sketch in the achievability case

We now need a 'large-deviation principle’ for , measured in terms of |S|:
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Proof sketch in the achievability case

We now need a 'large-deviation principle’ for §, measured in terms of |S|:

Lemma (Cullina, Kiyavash, '18)

P (6(77’ le Gé) < 0) < exp (_Z|S|)7
where

z = (y/PooP11 — v/Po1P10)?
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Proof sketch in the achievability case

We now need a 'large-deviation principle’ for §, measured in terms of |S|:

Lemma (Cullina, Kiyavash, '18)

P (5(7‘-’ le Gé) < 0) < exp (—Z|S|),

where

z = (y/PooP11 — v/Po1P10)?

(Proof: difficult, based on analysis of the generating function of (6, 11).)
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Proof sketch in the achievability case

We now need a 'large-deviation principle’ for §, measured in terms of |S|:
Lemma (Cullina, Kiyavash, '18)
B (5(m, G1, Gb) < 0) < exp(—2|S)).

where

z = (y/PooP11 — v/Po1P10)?

(Proof: difficult, based on analysis of the generating function of (6, 11).)
Note: if plog?n — 0 and s > plog? n, then

Z ~ p11 = ps.
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Proof sketch in the achievability case

A more natural quantity is

s:=4{1<i<n, n(i)#i}.
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Proof sketch in the achievability case
A more natural quantity is

s:=84{1<i<n, w(i) #i}.

(2= )= (27)

We have

I

N »
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Proof sketch in the achievability case
A more natural quantity is

s:=84{1<i<n, w(i) #i}.

()05

and in particular,

We have

s(n—2)
> —-7=
5> &0

Luca Ganassali IT thresholds for graph alignment. 02/04/2020 15/22



Proof sketch in the achievability case
A more natural quantity is

s:=84{1<i<n, w(i) #i}.
We have

and in particular,

Then,

P (fluap # 1) < Z Z P (5(m, G1, Gy) < 0) < Z n exp (—zt(n —2)/2)

t=1

< Zexp —pst(n—2)/2+ tlogn) <|O (exp(—psn/2 + logn)) |.
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Another setting: weighted graph (or matrix) alignment
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Another setting: weighted graph (or matrix) alignment

Two complete graphs Gi, G with correlated weights.
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Another setting: weighted graph (or matrix) alignment

Two complete graphs Gy, G with correlated weights.
Informal question: can we find a bijective mapping I1: V; — V5 such
that:

Gy~ NGNT.
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Standard GOE model

Our new planted model P:

i . . .
75/\/'(0, 1) ifi=/,

and H is an independent copy of A. Draw a uniform permutation matrix 1
of size n x n, and B=T1T (\/1 —02A+ aH) M, where o = o(N) is the
noise parameter.
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Standard GOE model

Our new planted model P:

i . . .
%N(O, 1) ifi=/,

and H is an independent copy of A. Draw a uniform permutation matrix 1
of size n x n, and B=T1T (\/1 —02A+ aH) M, where o = o(N) is the
noise parameter.

Question: What is the IT-threshold for exact recovery?
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In this case:

IT threshold for weighted graph alignment
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IT threshold for weighted graph alignment

In this case:
P(ﬂ:ﬂA:a,B:b)ocﬁv(n:w,A:a,Hzl( bwT—\/l—a2A)
O- p
2
T _ _ 2
( Tr(az)) Tr<<7rb7r V1 Ja)>
X exp —nT exp | —n 2
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IT threshold for weighted graph alignment

In this case:
P(N=nr|A=aB=b) mP(n:w,A:a,Hzl( bwT—\/l—a2A)
O- p
2
T _ _ 2
( Tr(az)) Tr<<7rb7r Vvi—o a) )
xexp|—n——=|exp|—n
4 4
So

Numap = arg min Tr ((ﬂ'Bﬂ'T —V1-— 02A)2) .

=:C(m,A,H)
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IT threshold for weighted graph alignment

Make the variable change 7 = 77 and define:

5(r,A,B) = C(m, A, B) — C(N, A, B).
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IT threshold for weighted graph alignment

Make the variable change 7 = 77 and define:

5(r,A,B) = C(m, A, B) — C(N, A, B).

We have
i(r, A, B)
=(1- 02) Tr ((TATT - A)z) —20V1—02Tr (THTT(TATT — A))

=Q(A)- —L(AH)- DN (0,2 0(A),)
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IT threshold for weighted graph alignment

Defining as before

s=4{1<i<n, w(i) #i},

further analysis shows that Q(A); = P ((7, A, B) < 0) is of order
O(1) x s.
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IT threshold for weighted graph alignment

Defining as before

s=4{1<i<n, w(i) #i},

further analysis shows that Q(A); = P ((7, A, B) < 0) is of order
O(1) x s.

P(o(r, A, B) <0)

=P ((1 — 02)1\/ <1, #12—020 < 0) < exp <—C1 ;202 ns) .
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IT threshold for weighted graph alignment

Defining as before

s=4{1<i<n, w(i) #i},

further analysis shows that Q(A); = P ((7, A, B) < 0) is of order
O(1) x s.

P(o(r, A, B) <0)

=P ((1 — 02)1\/ <1, ﬁf_ga) < 0) < exp <—C1 ;202 ns) .

1-o2 ; 1 ~
So we need to compare C=—7-nto logn, i.e. o to (1+|0ﬂ)1/2 >

n
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IT threshold for weighted graph alignment
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IT threshold for weighted graph alignment

Theorem (Work in progress...)
There exist 0 < ¢ < C such that:
(i) If

10> Clogn

)

n

then there exists an estimator [1 that achieves exact reconstruction
with high probability.

(i) If

log n

il

1-o0c<c

then any estimator 1 verifies [ = M with probability o(1).
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Thank you!
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